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Abstract

A quantitative measurement of the global surface convective
heating rates was achieved for a double swept-wedge model us-
ing a Mid Wave Infra Red (MWIR) camera. The configuration
was tested in a free piston driven Ludwieg Tube facility pro-
ducing test flows at a Mach number of 5.85 for about 200 mil-
liseconds. The IR camera was calibrated based on a thermocou-
ple instrumented copper plate heated up to the relevant surface
temperatures. The calibrated IR images recorded at 100 frames
per second were used to deduce the global surface temperature
history of the model during the flow time. The temperature dis-
tribution is then converted to a heat flux distribution using an
impulse response method. A flat plate model was also tested
at nominally the same flow conditions and the data generated
by the measurement technique was compared to an analytical
model for a compressible laminar boundary layer heat transfer.
A discrepancy of about 15% exists between the experimental
and analytical data for the flat plate heat transfer calculations.
Uncertainties in the substrate material properties are likely to
contribute to this discrepancy.

Introduction

In the hypersonic flow regime (nominally Mach number 5 and
above), the aerodynamic heating is a dominant factor because
the convective surface heating rate varies directly with the cube
of the velocity [1]. The high heat transfer rates presents chal-
lenges to the vehicle airframe. In particular, scramjet inlets are
exposed to high localized heating. The principal mode of heat
transfer during suborbital hypersonic flight is through forced
convective heat flux. The heat transferred through the aerody-
namic convective heating from the hot gas to the wall is given
by:

q̇convective = h(Tr−Tw) (1)

where Tr is the recovery temperature and the Tw is the surface
temperature and difference between them drives the convective
heat flux and h is the convective heat transfer coefficient which
is a function of the flow properties and can be expressed as:

h =CHρ∞cpu∞ (2)

where CH is the Stanton number, ρ∞ is the freestream density,
cp is the specific heat capacity and u∞ is the freestream velocity.

Traditionally, experimental measurements of heat flux in high
speed flow facilities with relatively low flow duration have
been performed using fast-response thermocouples and thin-
film heat-flux gauges. The thermal sensors measure the surface
temperature rise during an experiment which is then converted
to a heat flux value based on a semi-infinite solid assumption.
Spatial variations in heat-transfer rates for complex geometric
configurations can be hard to resolve using such discrete mea-
surement techniques.

An Infra-Red (IR) camera can provide a global surface mea-
surement technique. The advantages of this technique are that
it does not require any external illumination sources, requires
little or no surface treatment, is non-intrusive and can be highly
accurate. Heat-transfer rates can be calculated from the sur-
face temperature data and using appropriate data reduction tech-
niques. Infrared thermography has been successfully used in
plasma wind tunnels to measure surface temperatures of model
re-entry vehicle surfaces [2] [3].

The double-swept wedge configuration is of interest because it
models the cowl closure region of representative scramjet in-
lets, a region that is subjected to extremely high heat transfer
rates. The Rectangular-to-Elliptical Shape Transition (REST)
inlet is one such inlet [4]. The REST inlet is a promising scram-
jet inlet design that features a low-loss, mixed-compression in-
let with a rectangular capture area that gradually morphs along
the length of the inlet to yield an elliptical cross section at the
combustor [5]. The cowl closure section in this configuration
is susceptible to high heat-transfer rates. The high heating rates
can be attributed to the complex interaction of the corner shock
along with possible boundary separation/reattachment and de-
velopment of vortical structures downstream.

Flow Facility and Model Instrumentation

The hypersonic facility used for the present experiments is the
University of Southern Queensland’s free-piston driven Lud-
weig tube designated “TUSQ”. Further details of the facility
and its operation have been described elsewhere [6]. The free
piston driver quasi-isentropically compresses the gas between
the piston and a 100 µm thick Mylar diaphragm placed at the
entrance to the hypersonic nozzle. The test flow is initiated by
the rupture of this diaphragm. The total duration of the steady
flow is approximately 200 milliseconds. The test gas used dur-
ing the present experiments was air. The total pressure and the
total temperature produced during the experiments were 0.96
MPa and 550 K. A contoured nozzle with nominal Mach num-
ber of 6 and an exit diameter of 217.5 mm was used. Previous
pitot pressure experiments show that the facility generates a in-
viscid core flow of about 160 mm diameter [7]. The flow unit
Reynolds number is around 8×106 m−1.
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Figure 1: Double swept-wedge configuration used during the
experiments.



A CAD model and the dimensions of the configuration used
during the experiments are shown in Figure 1. The model was
manufactured from Perspex (Polymethyl methacrylate). The
measurement of heat transfer values using IR cameras in short-
duration hypersonic facilities necessitates the use of materials
with low thermal diffusivity such as Perspex. The low thermal
diffusivity causes the amount of heat conduction through the
model wall to be considerably lower than the heat load caused
by the flow. This raises the surface temperature of the model
and correspondingly yields a better signal strength for the IR
camera.

The infra red measurements were achieved using a Xenics Onca
Mid-Wave Infra Red (MWIR) camera. The Xenics IR camera
has an Indium antimonide (InSb) array with 640× 512 image
resolution and outputs 14-bit images. The spectral bandwidth
of the camera is 3.6 µm to 4.9 µm. The IR camera was mounted
vertically with respect to the model as shown in Figure 2. A
Calcium-Fluoride (CaF2) window was used to be enable the
transmission of the IR radiation at the mid-wave infra red spec-
trum. The transmission through the CaF2 window for the 3-5
µm band is around 90%. An integration time of 5 milliseconds
was used for the IR data acquisition at a frame rate of 100 Hz.
The model was also instrumented with an Omega K-type (CO2-
K) thermocouple. The thickness of the thermocouple is around
0.013 mm and it has has a response time in the order of mil-
liseconds.

Figure 2: Xenics IR camera setup at TUSQ.

The current setup allows the IR camera to be adjusted both verti-
cally and horizontally w.r.t. to the test model in the test-section.
The IR camera lens allows the region of interest during the tests
to be properly focused. The focus plane is currently set to be
the mid plane of the Mach 6 nozzle parallel to the model sup-
port base. The current setup allows for a physical viewing area
of roughly 100×80 mm.

IR Camera Calibration

The Xenics ONCA MWIR used during the experiments was
used in its raw intensity mode. Hence, this required a calibration
proccedure to be undertaken to be able to convert the intensity
images generated by the IR camera to surface temperature dis-
tributions for the current configuration. The calibration of the
IR camera was conducted using a 100×80×6 mm thick copper
plate heated by a hot plate. The copper plate was coated with
a thin layer of Krylon KP-1602 Flat Black spray paint. This
was done to increase the emissivity of the surface and provide a

better signal to noise ratio for the the IR camera.
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Figure 3: Calibration of the IR camera using the heated copper
plate.

The copper plate was instrumented with multiple surface ther-
mocouples to monitor the uniformity of the surface temperature
during the heat-up process. The high thermal conductivity of
copper enabled a uniform surface distribution on the plate ne-
glecting the edges. The intensity from a small averaged area of
pixels from the IR camera in the vicinity of the thermocouple
location was selected and compared to the corresponding tem-
perature rise recorded by the thermocouple during the heating
up process. The setup including the settings of the IR cam-
era, distance of the IR camera relative to the configuration etc,
were all matched to the experimental conditions during the ac-
tual flow run.

Figure 3 shows the calibration data acquired for the copper plate
test and the second-order polynomial fit to the calibration curve.
In Figure 3, the intensity change of the IR camera is normalised
to the initial starting intensity at room temperature and com-
pared to the temperature change recorded by the thermocou-
ple during the calibration process normalised to the initial room
temperature.

Experimental Results

The IR camera was used to record intensity change of the model
surface radiation during the experiment. The model was also
spray painted with high emissivity Krylon flat black paint to
match the surface emissivity of the calibration experiments and
increase the signal intensity of the infra red images. The images
were recorded at a rate of 100 Hz during the flow experiments.

Figure 4 shows the comparison between the temperature mea-
sured by the surface thermocouple and the temperature rise
measured by the IR camera at the corresponding thermocou-
ple location based on the heated copper plate calibration during
the test flow time. The data shown in Figure 4 has been shifted
such that the flow starts at time t = 0s, and the end of the test
time is at t = 0.2s. There is a good agreement between the sur-
face temperature rise recorded by the thermocouple and the IR
camera calibrated data using the heated copper plate technique.

Figure 5 shows the normalised IR intensity of the the model at
the end of the 200 milliseconds of flow time. The leading edges
of the model shows a higher intensity which is to be expected.
The cowl closure section, where the two symmetrical sweeping
sections merge is subjected to higher temperatures hence higher
heat transfer levels due to corner shock and boundary layer in-
teraction. Downstream of the corner region the IR images sug-
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Figure 4: Comparison of the temperature rise recorded using a
K-type thermocouple and the the calibrated IR camera temper-
ature at the corresponding location.

gest the presence of symmetrical vortical structures.

The surface temperature distribution maps derived by using the
IR camera calibration were then converted to heat flux maps
using an impulse response method [8]. The calculated aver-
age convective heat flux distribution for the duration of the flow
time is shown in Figure 6. The heat flux map follows a sim-
ilar pattern to the IR camera intensity map. The surface ther-
mocouple strands introduce some surface non uniformity and
this leads to regions of small high heat flux areas on map. The
non-uniformity in the surface heat flux distribution in Figure 6
is due to the complex natue of the flow described ealier as a
result of the three dimensional nature of the model. A more de-
tailed analysis is required to fully understand and characterize
the flow field. The double-swept wedge was chosen as a test
case to demonstrate the capability of this technique for a com-
plex geometry with non-uniform flow features and heat-flux dis-
tribution.
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Figure 5: Normalised IR intensity map for the model at the end
of the test flow. Flow direction, top to bottom.

For the purposes of verification of the experimental procedure
and the comparison of the experimental data with analytical pre-
dictions, a separate experiment was conducted with a flat plate
model. A similar procedure to that described for the double
swept-wedge configuration was undertaken at the tunnel flow

conditions. The heat flux distributions on a flat plate derived
from the IR camera were compared with compressible laminar
boundary layer heat transfer calculations.

50 100 150 200 250 300 350

Pixels

0

50

100

150

200

250

P
ix
e
ls

0

10

20

30

40

50

60

70

80
(kW/m

2
)

Figure 6: Average heat flux distribution for the model during
the test time.

The analytical solutions are based on the reference tempera-
ture method [9]. In this method the the recovery temperature
in Equation 1 is calculated such that:

Tr = Te + r(V 2
e /2cp) (3)

Ve is the velocity at the edge of the boundary layer and cp is
the specific heat capacity of air at constant pressure. The recov-
ery factor, r in the above equation for a compressible laminar
boundary layer is calculated using the equation:

r =
√

Pr∗ (4)

The Prandtl number, Pr∗ is introduced at a reference tempera-
ture described by the equation:

T ∗ = Te +0.5(Tw−Te)+0.22r[(γ−1)/2]M2Te (5)

here Te is the temperature at the edge of the boundary layer, Tw
is the wall temperature, γ is the ratio of specific heat for air and
M is the Mach number. The local wall shearing stress τw and the
friction factor c f are calculated using the following equation:

τw = c f (ρ
∗Vs

2/2) (6)

c f = 0.664/
√

Re∗ = 0.664/
√

ρ∗Vex/µ∗ (7)

The Stanton number appearing in Equation 2 is obtained using
the following relationship:

CH = (c f /2)(Pr∗)−2/3 (8)

The convective heat transfer rate can now be calculated using
Equation 1.

Figure 7 shows the Stanton number (CH ) as a function of the
Reynolds number calculated using the analytical approach and
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Figure 7: Heat transfer data from analytical method compared
to the experimental data for a laminar boundary layer on a flat
plate.

is compared with the data derived from the experiment. The
data for the Stanton number and Reynolds number were gener-
ated from IR image pixels along the center line of the flat plate.
From the results in Figure 7, there is a maximum discrepancy
of about 15% between the present data and the laminar bound-
ary layer solution. Uncertainty in the material properties of the
substrate may contribute to this discrepancy. A more rigorous
temperature calibration procedure for the IR camera may also
be needed. Further calibration of the IR camera will be con-
ducted using a blackbody source.

Conclusions

An Infra-Red camera has been used to quantify the convective
heat transfer on a double swept-wedge configuration. The dou-
ble swept-wedge configuration was tested in a Ludwieg Tube
facility with a nominal Mach number of 5.85 for 200 millisec-
onds. The IR data was acquired at 100 frames per second (fps)
using a Mid Wave Infra Red (MWIR) camera with a spectral
bandwidth of 3.6 µm to 4.9 µm. The IR intensity maps are con-
verted to temperature maps using a calibration procedure based
on heating up of a copper plate using a hot plate. An average
surface heat flux distribution has been generated for the tested
configuration using the temperature history recorded by the IR
images. The double swept-wedge configuration is subjected to
high heat transfer rates at the cowl closure region due to the
presence of the corner shock and possible boundary layer sep-
aration and reattachment. The heat transfer measurement tech-
nique using the IR camera has been compared for a flat plate
laminar boundary layer against analytical predictions and differ-
ences of around 15% are evident. Substrate material properties
uncertainty is a likely contributor, and a more detailed calibra-
tion procedure will be undertaken for future work. Nonetheless,
it has been shown that this measurement technique can be relied
upon to provide a good estimate of the surface heat flux levels
for complicated geometric configurations that otherwise would
be difficult to instrument. Moreover, this technique provides a
global surface measurement for a given geometry compared to
discrete measurement techniques such as heat flux gauges.
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